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Introduction — What is this Data Jam About?
(Big) Data HR Attrition

who leaves voluntarily

"

Review

Insights Q

Review



Review Review

Logistics — Important Dates

* Workshops
ol 0% (today)—Tableau{data visualizat L exploration)

e March 6t" — Weka (predictive analytics software)

* Poster Competition

 April 39— Poster Presentations (present your results!)
* More details aext this workshop

++
g +ableau

The University
of Waikato

Review Review
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Logistics — Random Notes

e Team formation

* You can use any tool you want
* We teach you Tableau and Weka
» But feel free to use any other tool (Excel, Python, etc.)

* Judges @ python’

* Industry professionals
* Very experienced with data and modeling
 Names, titles, and affiliations to be announced

* The Data Jam is co-organized with ITSO: http://itso.pointpark.edu/

 Join ITSO if you like this kind of stuff —
-
<I I' >
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Slack — A Tool for Communication

* Slack is a popular communication tool used by many tech companies
* Go to https://pointparkuniversity.slack.com/ and join

* Use for
* Reaching out to mentors with questions

. _ ..
Team collaboration .. SIOCk

* Apps available for iOS, Android, etc.

* See next slides for steps and screen shots

Review Review


https://pointparkuniversity.slack.com/
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The Data — How Do | Obtain It?

B hr-employee-attrition

Review
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fx  Age
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E F

il |Age .IAttrition BusinessTra\ DailyRate

° . ° 2 41 Yes Travel_Rarel 1102 Sales
https‘//datalam It pOIntpa rk edu 3 49 No Travel_Freqt 279 Research & [
L o L L 4 37 Yes Travel_Rarel 1373 Research & [
B - B 5 33 No Travel_Frequ 1392 Research & [
6 27 No Travel_Rarel 591 Research & [
7 32 No Travel_Frequ 1005 Research & [
8 59 No Travel_Rarel 1324 Research & [
9 30 No Travel_Rarel 1358 Research & [
* g 10 38 No Travel_Frequ 216 Research & [
r-emplo yee-attr[ tion.csv | TR BT
12 35 No Travel_Rarel 809 Research & [
13 29 No Travel_Rarel 153 Research & [
14 31 No Travel_Rarel 670 Research & [
15 34 No Travel_Rarel 1346 Research & [
16 28 Yes Travel_Rarel 103 Research & [
17 29 No Travel_Rarel 1389 Research & [
CSV fo r m at 18 32 No Travel_Rarel 334 Research & [
19 22 No Non-Travel 1123 Research & [

20 53 No Travel_Rarel 1219 Sales
21 38 No Travel_Rarel 371 Research & [
W h at d O e S t h at m e a n ? 22 24 No Non-Travel 673 Research & [

° 23 36 Yes Travel_Rarel 1218 Sales
24 34 No Travel_Rarel 419 Research & [
25 21 No Travel_Rarel 391 Research & [
26 34 Yes Travel_Rarel 699 Research & [
27 53 No Travel_Rarel 1282 Research & [
28 32 Yes Travel_Frequ 1125 Research & [

29 42 No Travel_Rarel 691 Sales
30 44 No Travel_Rarel 477 Research & [

31 46 No Travel_Rarel 705 Sales

hr-employee-attrition +
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The Data — What is the Problem/Goal?

(5 D E F

BusinessTra\ DailyRate  Department DistanceFror Edu

1. How well can you predict attrition

Travel_Rarel 1102 Sales 1

° ° ? Travel_Frequ 279 Research & [ 8

based on other characteristics (e.g., age): Tovel Rarel 1373 Research &t 2
Travel_Frequ 1392 Research & [ 3

. . L Travel_Rarel 591 Research & [ 2
Build a model, e.g., if age >= 65 => attrition=yes B :
Travel_Rarel 1324 Research & [ 3

Travel_Rarel 1358 Research & [ 24

Travel_Frequ 216 Research & [ 23

Travel_Rarel 1299 Research & [ 27

Travel_Rarel 809 Research & [ 16

H - - Travel_Rarel 153 Research & [ 15

2' What drlves attrltlon? Travel_Rarel 670 Research & [ 26

Travel_Rarel 1346 Research & [ 19

For example, age TravelRarel  103Research &t 24

Travel_Rarel 1389 Research & [ 21

Travel_Rarel 334 Research & [ 5

Non-Travel 1123 Research & [ 16

Travel_Rarel 1219 Sales 2

° ° Travel_Rarel 371 Research & [ 2

3. What other general insights NonTrvel 673 Reseachal 11
Travel_Rarel 1218 Sales 9

1 Travel_Rarel 419 Research & [ 7

can you Obtaln from the data? Travel_Rarel 391 Research & [ 15

. . . . Travel_Rarel 699 Research & [ 6

E.g., what distinguishes high performers? Travel Rarel 1282 Research & 5
1125 Research & [ 16

~rAa & 1
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Tableau — A Scatter Plot

o0 e
# < 2 REA
Data Analytics
Summarize

Constant Line
Average Line

Median with Quartiles
Box Plot

i d

Model

Average with 95% CI
Median with 95% ClI
Trend Line

< & &

Custom
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& BoxPlot
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Click on Trend Line,
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Any Questions at This Point?

* Do you need help with anything?
* Were you able to create some visualizations with Tableau?
* Were you able to obtain some insights?




Posters — Instructions

e Full instructions available at:
https://datajam.it.pointpark.edu/data-jam-poster-guidelines.pdf

* Poster template available at:
https://datajam.it.pointpark.edu/data-jam-poster-template.pptx

* Poster size: 24”x36”. All posters will be printed on foam board and
displayed on easels (Data Jam team will coordinate printing).

* Email your PPT poster file to Jaime Ballesteros at
jballesteros@pointpark.edu

e Submit by Sunday, March 31 at 11:59 p.m.



https://datajam.it.pointpark.edu/data-jam-poster-guidelines.pdf
https://datajam.it.pointpark.edu/data-jam-poster-template.pptx
mailto:jballesteros@pointpark.edu

Posters — Guidelines

* Project title

* Full names of all team members
* Include information and visuals that address the following:

Introduction — State your team’s key research question(s)... what are you trying to
solve/uncover from the data and why is this relevant?

Method(s) for data analysis — Tactics to approach... how did you analyze the data?

Results — Include graphical visualizations of data and key findings. Add legends,
captions, or BRIEF explanations if necessary.

Analysis to Insights — Clearly and concisely explain your findings (what you
uncovered through your analysis).

Conclusion — Link back to your key research question(s) and summarize your
impactful findings. Include your team’s perspective on the impact of your findings
and any recommendations. Also, share problems you encountered.



START HERE! MAKE IT INTERESTING. CATCHY. 1
i A

IDEALLY, YOU WANT VIEWERS TO SEE YOUR MESSAGE HERE FIRST. voun uess 1060 wene
Researcher Name, PhD, Investigator Last Name, MD, Another Person, MS V

BACKGROUND RESULTS

Provide a very brief description of your research.
Just a few key lines or bullets. Unless the poster
session/meeting requires it, you should not put your
abstract on the poster.

OBIJECTIVES

1. Your poster is an opportunity to engage viewers
in a discussion of your work

2. Itisnot a mini-paper. Be brief.

3. Use short sentences or bullets to convey the ’
objectives of your work. Graphs, tables and charts should be clear Include only key data that supports your message

Graphs/Tables/Charts
Graphs/Tables/Charts

‘ G Example
METHODS
m%mmmi mu!myu?rﬂy | b Graphs, tables and charts should be clear P O St e r

research.

You can always have a poster handout that includes
your abstract, methods, resources and whatever other
information you want interested viewers to have.

(o

'YOUR FUNDING PARTNER LOGOS HERE
Use this area to write an acknowledgement. Thank ail

= CONCLUSIONS

1. Here's the place for your message(s). You should
have one or two main messages.

2. What do you want to tell the viewer about your
mnldlalllwllyi_tisimptlml?)labmﬂnt
your findings are simply and clearly stated.

3. This will focus the viewer’s attention on what it is
you are trying to communicate about your research.

Photos need to be of high enough quality that they print well in
- the large poster format. Especially important, make sure that

’ they actually support your message. Photos for the sake of

- photos only detract from your message.

© copyright 2012. Info and Other Footer Info to Go Down Here.




Dot | Datt | Dot |
Posters — Tips ﬁ”iﬁr ﬁ%—% %ﬂfﬁfr
Ll Ll Ll

* Design your poster as a stand-alone artifact. Be sure that you “tell the story” of
your analysis and findings on the poster. Does it make stand-alone sense without
someone there to explain it?

* Include a brief but descriptive title. People DO judge a book by its cover... the
first thing people will read is your title, so consider your title an invitation to the
audience. Your title should let the audience know what your poster is about in a
brief sentence or phrase.

* Emphasize graphics. Convert information into graphical representations... charts,
graphs, and images will capture attention and can effectively communicate data
relationships.

* Keep it clean. Improve audience engagement and readability... avoid “chart junk”
(information not required to understand the graphic), stick to a simple color
palette (two to three colors max that don’t detract from Kour content), use dark
colors against a light background for better readability when lighting isn’t ideal,
and leave space between poster elements.



Naive Bayes

Plcla). P{u)

Male) = Pe)

Prob = MP{a|c)

K Nearest Neighbor

D(I‘.Ii) = J(.t" - Il}: + () = y},)l

Support Vector Machines

f(x) =sign[A.y. & (x; - x,)]
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Perceptron
"
J(x) = sign [Z \v,xg,]
=1

Neural Networks
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Backpropagation
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Gradient DPescent
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Linecar Regression

"

flx) = Z mx;+ b

Principal Components Analysis
X=X = X
Eingenvector = Engeinvalue. |x; ... x|

f(x) = Eigenvector’. [x,. x,,.l

Logistic Regression i
P(alc)
Odds Ratio = log (T(am’)
1 |

Prob(y = 1) =

1+ e M5, i)

Are you

ready for
some data

mining?



Data Mining — Introduction

* Remember this example? age >= 65 => attrition=yes mistake!
* This is known as a classification problem

 Classes: attrition=yes and attrition=no (binary) separater
* Or yes and no for short

* Prediction is based on features e '. i
e Capture the key characteristics of the individual e o
* In the example above: age . c °.

Note: this slide and
the next few are all

attrition=no attrition=yes

relevant for Weka
age <65 65 age > 65



Data Mining — How Does It Work?

No Yes Yes Yes Yes No Yes No No Yes No Yes

Which characteristics make someone likely to leave?




Data Mining — How Does It Work?

Rectangular Bodies Oval Bodies
Yes Yes Yes Yes No Yes
Rectangular bodies are
[N\ )
much more likely to
Yes Yes No No No No

leave than oval bodies!

[\



Data Mining — How Does It Work?

Rectangular Bodies

/| X
AWA

Rectangular Body Rectangular Body Oval Bodies Oval Body and Oval Body and

and White

and Gray Square Head Circular Head

No Yes

Yes Yes Yes Yes Yes Yes
Yes Yes No Yes Yes

/

/AN

N/ N

Yes No Yes No No
No No No No No

Repeating the process!

Yes




Data Mining — The Result

This is known as
a decision tree or,
more generally,
(supervised) segmentation

It can be created automatically!

Body shape

Rectangular Oval
Yes Yes Yes Yes No Yes
Yes  Yes  No No No No
Body color Head shape

Wh|M Squiy\ﬁr‘cle

Decision: YES Decision: NO Deqsmn YES



Data Mining — Overtitting

; > > . >
Underfitted Sweet spot Overfitted

We want a model that is not too general and not too specific!



Data Mining — Cross-Validation

Five folds

1

m)| Cross-validation prevents
: overfitting by using independent
data to assess performance
: ‘5‘ : z : Use 80% to train a model and use
I I ! ! I 20% to test and repeat 5 times
Model 4& £ @ /}@ AN
} } } I }
e e i o e i Weka does this for you ©

Mean and standard deviation of test sample performance



Data Mining — Assessing Performance

Accuracy = #CorrectPredictions / #fTotalPredictions

What should be the baseline to which you compare? 25%? 50%? 75%
What would you consider to be good accuracy?




Data Mining — Assessing Performance

Accuracy = #CorrectPredictions / #fTotalPredictions

What should be the baseline to which you compare? 25%? 50%? 75%
What would you consider to be good accuracy?

/ y

Baseline:
1233/(1233+237)
= 83.9%




Weka — Downloading

https://www.cs.waikato.ac.nz/ml/weka/downloading.html
Get the version with the Java VM!

Project Software Book Courses Publications People Related

Downloading and installing Weka

There are two versions of Weka: Weka 3.8 is the latest stable version and Weka 3.9 is the
development version. For the bleeding edge, it is also possible to download nightly snapshots. Stable
versions receive only bug fixes, while the development version receives new features.

Weka 3.8 and 3.9 feature a package management system that makes it easy for the Weka community
to add new functionality to Weka. The package management system requires an internet connection in
order to download and install packages.


https://www.cs.waikato.ac.nz/ml/weka/downloading.html

Weka — Install and Run

@ o Weka GUI Chooser
Program Visualization Tools Help
Applications
.
Explorer
WEKA S
The University L
& of Waikato
KnowledgeFlow
Workbench
Waikato Environment for Knowledge Analysis -
Version 3.8.2
{c) 1999 - 2017 Simple CLI
The University of Waikato

Hamilton, New Zealand -




Weka — Click Explorer

@ o Weka GUI Chooser
Program Visualization Tools Help

Applications
’

WEKA T

The University L
& of Waikato
KnowledgeFlow
Workbench
Waikato Environment for Knowledge Analysis -
Version 3.8.2
{c) 1999 - 2017 Simple CLI

The University of Waikato
Hamilton, New Zealand -




Weka — Explorer

N EK )

Preprocess

Weka Explorer

| Open DB... | Generate...

Open file... [ Open URL...

Filter
| Choose ||None

Current relation

Relation: None
Instances: None

Attributes

Status

Welcome to the Weka Explorer

Selected attribute

Attributes: None Name: None Weight: None
Sum of weights: None Missing: None Distinct: None

Type: None
Unique: None

vJ| Visualize All |

Log ‘ 'ﬂ?ﬁ x0

And now we
load the data ...



Weka — Loading Data

0 e Open
Look In: | (&5 mark |'][ﬁJ[@J[ﬁJ[§‘HL@||
[ Applications [ Music __| Invoke options dialog
[ﬁ’ Desktop [ﬁ' ownCloud
[ﬁ' Documents [ﬁ' Pictures Note:
(& Downloads [ Public Some file formats offer additional
[ Library [ VirtualBox VMs options which can be customized
(& Movies & wekafiles when invoking the options dialog.
Make sure to
A e select *.csv
Files of Type: | Arff data files (*.arff) n
Arff data files (*.arff) A
Arff data files (*.arff.gz) R
C4.5 data files (*.names)

CSV data files (*.csv) '
JS0N Instances files (*.json)

JSON Instances files (*.json.gz)
libsvm data files (*.libsvm)




Weka — Loading Data

Weka Explorer

_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

[ Open file... ] | Open URL... Il Open DB... Il Generate... Undo [ Edit... Save... |
- Filter
l Choose J’None “ Apply J Stop
Current relation Selected attribute
Relation: hr-employee-attrition Attributes: 35 Name: Age Type: Numeric
Instances: 1470 Sum of weights: 1470 Missing: 0 (0%) Distinct: 43 Unique: 0 (0%)
Attributes Statistic | Value
[ Minimum 18
Maximum 60
| All J 1 None Jl wvert || Pattern | Mean 36.924
StdDev 9.135
No. | | Name [
0 A
2 [] Aurition T
3 ] BusinessTravel
4 [_] Dailyrate
5 | Department
6 || DistanceFromHome
7 Education )
8 H EducationField [Class: YearsWithCurrManager (Num) vJ[ Visualize All J
9 [ EmployeeCount
10 [_| EmployeeNumber v, 107
11 Q EnvironmentSatisfaction 190
12 [ Gender 164
13 [_] HourlyRate 157
14 [_| Jobinvolvement 135
15 [] JobLevel 118
16 [_] JobRole 107
17 [_] Jobsatisfaction 91
18 [ MaritalStatus L 73
55
19 [_] Monthlyincome v s s ,
28 29
Remove
T
18 39 60
Status _
oK Log w x0

We now have
our data loaded



Weka — Change Class to

Weka Explorer

f Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

Attrition

[ Open file... J [ Open URL... J [ Open DB... J [ Generate... J Undo [ Edit... J [ save... J
Filter
| Choose J‘None “ Apply |  Stop
Current relation Selected attribute
Relation: hr-employee-attrition Attributes: 35 Name: Age Type: Numeric
Instances: 1470 Sum of weights: 1470 Missing: 0 (0%) Distinct: 43 Unique: 0 (0%)
Attributes Statistic | Value
Minimum 18
Maximum 60
| All J 1 None JlL Mwem ||  Pattern | Mean 36.924
StdDev 9.135
No. | | Name |
— gE A
2 [_J Aurition T
3 [] BusinessTravel
4 [_] Dailyrate
5 | Department
6 [ DistanceFromHome
7 Education
8 b‘ EducationField Class: YearsWithCurrManager (Num) Visualize All |
9 [;J EmployeeCount No class
10 [_J EmployeeNumber Class: Age (Num)
11 [:J EnvironmentSatisfaction - Attrition (Nom)
12 [_] Gender - BusinessTravel (Nom)
13 (] HourlyRate : u:fmess ravel (Nom
14 Q JobInvolvement : DailyRate (Num)
15 g JoblLevel : Department (Nom)
16 [_]| JobRole : DistanceFromHome (Num)
17 [_] Jobsatisfaction - Education (Num)
18 [_| MaritalStatus
19 [ | Monthlylncome
- 40
29
Remove
T
18 EL] 60
Status _
oK 09 | g O

Click on the
dropdown and
change to Attrition



Weka — (Again) Young People Leave!

-

@ [ ] Weka Explorer
_[ Preprocess T Classify T Cluster T Associate T Select attributes T Visualize ]

[ Open file... J [ Open URL... J [ Open DB... J [ Generate... J Undo [ Edit... J [ Save... J
Filter
| Choose J‘None “ Apply |  Stop
Current relation Selected attribute
Relation: hr-employee-attrition Attributes: 35 Name: Age Type: Numeric
Instances: 1470 Sum of weights: 1470 Missing: 0 (0%) Distinct: 43 Unique: 0 (0%)
Attributes Statistic | Value
| | Minimum 18
Maximum 60
| Al J 1 None Jl Mmvert ||  Patern | Mean 36.924
StdDev 9.135

- Red = stay
Blue = leave

3

4]

s U

6 | DistanceFromHome
70

8]

9

Education - L
EducationField |Class: Attrition (Nom) | '“ Visualize All
EmployeeCount

10 EmployeeNumber

11 [ | EnvironmentSatisfaction

12 || Gender

13 [_| HourlyRate

14 ] Joblnvolvement
15 [ | JobLevel

16 [ | JobRole

17 [_] JobSatisfaction
18 ] MaritalStatus
19 [ ] Monthlylncome

Remove

Status

OK



Weka — Let’s Bui

Weka Explorer

Preprocess - Cluster T Associate T Select attributes T Visualize ]

ld a Model!

[ Open file... J [ Open URL...

J [ Open DB... J [

Generate... J

Filter

| Edit... 1 Save... |

| Choose J‘None

“ Apply |  Stop

Current relation

Relation: hr-employee-attrition
Instances: 1470

Attributes

Attributes: 35
Sum of weights: 1470

Selected attribute

Name: Age
Missing: 0 (0%)

Type: Numeric

Distinct: 43 Unique: 0 (0%)

Statistic

| Value

[ All Il None Il

Invert Il Pattern |

No. | | Name
(]
2 [ Artrition
3 [ | BusinessTravel
4 [ ] DailyRate
5 [_] Department
6 [_| DistanceFromHome
7 [ ] Education
8 [_| EducationField
9 [_| EmployeeCount
10 [_] EmployeeNumber
11 [ | EnvironmentSatisfaction
12 [ | Gender
13 [_| HourlyRate
14 ] Joblnvolvement
15 [ | JobLevel
16 [ | JobRole
17 [_] JobSatisfaction
18 ] MaritalStatus
19 [ ] Monthlylncome

L

J»

Remove

Status

Minimum
Maximum
Mean
StdDev

18

60
36.924
9.135

lClass: Attrition {(Nom)

|'][ Visualize All |

OK

Click on Classify



Weka — Select the Right Target Variable

' [ ] @ Weka Explorer
Preprocess | Classify I Cluster T Associate T Select attributes I Visualize ]

Classifier

Choose | ZeroR

Test options ~ Classifier output

|_J Use training set

) Supplied test set
(®) Cross-validation Folds 10
) Percentage split

[ More options... J

{Nom) Attrition i . .
Select Attrition as

(Num) DailyRate 4
the target variable
(Num) DistanceFromHome

(Num) Education
(Nom) EducationField v

Status



Weka — Other Things to Note

000
( Preprocess ClassifyT Cluster TAssociate I Select attributes I Visualize |

Weka Explorer

Classifier

[ Choose || ZeroR

Test options

(_J) Use training set

() Supplied test set
(®) Cross-validation Folds 10
(_) Percentage split

| More options...

‘ (Nom) Attrition

Result list (right-click for options)

OK

Classifier output

]Log| /ﬂt\xo

ZeroR is the algorithm
we run — this happens
to be the same as the
baseline we discussed

Also note that cross-

validation is selected

by default — no need
to worry about it!

Now click Start



Weka — Baseline Results

Weka Explorer

( Preprocess ClassifyT Cluster I Associate I Select attributes T Visualize ]

0@
Classifier
| Choose |ZeroR

Test options

() Use training set

() Supplied test set
(®) Cross-validation Folds
(_) Percentage split

| More options...

10

‘ (Nom) Attrition

| Start ]

Result list (right-click for options)

23:49:11 - rules.ZeroR

Status

0K

Classifier output

PO WL TS T T T e

Test mode: 10-fold cross-validation
=== (Classifier model (full training set) ===
ZeroR predicts class value: No

Time taken to build model: @ seconds

=== Stratified cross-validation ===
=== Summary ===

Correctly Classified Instances 1233 83.8776 %

Incorrectly Classified Instances 237 16.1224 %

Kappa statistic "]

Mean absolute error 0.2708

Root mean squared error 08.3677

Relative absolute error 100 %

Root relative squared error 100 %

Total Number of Instances 1470

=== Detailed Accuracy By Class =—=
TP Rate FP Rate Precision Recall F-Measure MCC
0.000 0.000 7 0.000 ? 7
1.000 1.000 0.839 1.000 0.912 7

Weighted Avg. 0.839 0.839 7 0.839 ? 7

=== Confusion Matrix =—=

a b === classified as
8 237 | a = Yes
B 1233 | b = No

ROC Area
0.495
0.495
0.495

'y

r

"-\
PRC Area C(Class
0.160 Yes
0.837 No
08.728

Iy

v

VAL

|09 | gl xO

The baseline is 83.9%
just like we discussed

Many other
performance metrics
are displayed

Try to understand the
confusion matrix
(yes, it is confusing ©)



Weka — Creating a Decision Tree

) [ ] Weka Explorer
Preprocess | Classify T Cluster TAssociate T Select attributes T Visualize ]
Classifier )
v [E‘weka
¥ (& classifiers
Te » [E5 bayes Mk .
> [i‘func(ions OO WL CITC G e
> [ lazy 10-fold cross-validation =
(=
> [l meta ier model (full training set) ===
> [i misc
I T R 5 <loss valve: No
v (=
(& trees o to build model: @ seconds
|| DecisionStump
ied cross-validation ===
‘,_ lassified Instances 1233 83.8776 %
L Classified Instances 237 16.1224 %
L || RandomForest stic ]
Re [ RandomTree te error B.2708
- REPT guared error B.3677
— ree solute error 100 %
I ve squared error 100 %
r of Instances 1470 TN
d Accuracy By Class ==
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area C(Class
0.000 0.000 7 0.000 7 7 0.495 0.160 Yes
1.000 1.000 0.839 1.000 0.912 ? 0.495 0.837 No
0. 0.839 0.839 7 0.839 ? ? 0.495 0.728
on Matrix ===
Close <-- classified as
| a = Yes
B 1233 | b = No
o/
v
< LS
Status )
oK

Select J48 under trees

Then click Start again



Weka — Decision Tree Results

Weka Explorer

Preprocess | Classify T Cluster TAssociate I Select attributes I Visualize ]

Classifier

| Choose J]Ms -C0.25 -M 2

Test options
(_) Use training set
(_) Supplied test set Set...
(® Cross-validation Folds 10

(_) Percentage split % 66

| More options...

Classifier output

T W OTRC L TG taTC T T INO (T LI T UT OUT 0T
Number of Leaves : 64

Size of the tree : 114

Time taken to build model: @.18 seconds

Stratified cross-validation ==

e

Summary ===
l (Nom) Attrition r ] L.
Correctly Classified Instances 1212 82.449 %
— Incorrectly Classified Instances 258 17.551 %
| Start | Stop Kappa statistic 0.2366
A A . . Mean absolute error 0.2229
Result list (right-click for options) Root mean squared error 0.3941
- Relative absolute error 82.3245 %
23:49:11 - rules.ZeroR Root relative squared error 107.1669 %
23:55:27 - trees. )48 Total Number of Instances 1470
=== Detailed Accuracy By Class ===
TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class
08.270 0.069 0.430 0.270 0.332 B.245 B.610 0.290 Yes
0.931 8.730 0.869 0.931 0.899 0.245 0.610 0.854 No
Weighted Avg. B.824 B.623 B8.798 0.824 0.808 B.245 0.610 B8.763
=== Confusion Matrix === ~
a b <== classified as
64 173 | a = Yes
85 1148 | b = No
[y
v
< A
Status
oK 9 | 4 <0

What do you think?



Weka — Visualizing the Tree

@ [ ] Weka Explorer

Preprocess ClassifyT Cluster TAssociate T Select attributes T Visualize ]

Classifier

| Choose ”148 -C0.25 -M 15

Test options Classifier output
U use (raining set ' ' MUTRELITODOULUIICC L W (Jigwuyuuasuy ‘
- a8
) Supplied test set Set... Number of Leaves : 64
(®) Cross-validation Folds 10 Size of the tree : 114
(_) Percentage split % 66
Time taken to build model: B.18 seconds
[ More options... J
=== Stratified cross-validation ===
. === Summary ===
{ (Nom) Attrition " J e
Correctly Classified Instances 1212 82.449 %
S — - Incorrectly Classified Instances 258 17.551 % ° °
T e o gt Right click and select
. . . n Mean absolute error 08.2229
.vResuIt list (right-click for options) : Root mean squared error 0.3941
- Relative absolute error 82.3245 % ° °
23:49:11 - rules.ZeroR Root relative squared error 107.1669 %
23:55:27 - treac lagd Tatal Mumhae of Instances 1470 IS u a Ize ree

View in main window
View in separate window Accuracy By Class ===
Save result buffer

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area (lass
Delete result buffer(s) 8.270  0.069  0.430 9.270  0.332 0.245  0.610 0.290 Yes
5 mrsn] 8.931 8.730 08.869 8.931 8.899 @.245 8.610 8.854 No
B.824 B.623 8.798 0.824 0.808 @.245 B.61@ B.763
Save model
Re-evaluate model on current test set n Matrix === \

Re-apply this model's configuration
<-= classified as
Visualize classifier errors a = Yes

Visualize tree b = No

Visualize margin curve Iy
Visualize threshold curve > » ¥
) =
Cost/Benefit analysis >
Status Visualize cost curve >

0K [EJ g x0



Weka — Visualizing the Tree

‘ @ @ Weka Classifier Tree Visualizer: 23:55:27 - trees.J48 (hr-employee-attrition)
Tree View
TotalWorkingYears
<=2 — 32 —_
OverTime OverTime
J=Yesh=N0H E=Yesﬁ=No,_______
MaritalStatus Joblnvolvement Monthlylncome WorkLifeBalance
fyngﬁwqed <;¥u_ <= 24687 > 2468 <=1l
YearsSing N0 (4.0/1.0) \y Ye' j5hRole JobLevel Environmentsa. Years\ N0 (913.0/68.0)
<=5 <=0 —RlenikpMRREbTT: < = 11 <=2 T2 <>
Y'_Percem_‘ No INo (28.7yNo *  workL: _'_YearsAl No (3.0 NumCompaniesWorked YearsSinceLastPromotion
<=1B8 <=3 <=2 <=3 <=5 > 5‘ =5M§.li;ie¢ed<::;6‘5
YNo (2" workLit No (8.0) Yes  pgjlyr Y7 pailyRate JoL Re.. YearsSinf_Work;JobSatisfadmn
<=’$22 <=:>4%5 <=>72232 <=3x>3\ <=:;33 <=:>;55 <= ]:> 1 <='.>;22

Yes " Gender Ye:No (17 workLifeBalance

EducationF. Job Yes ~

Totalv Ye©

D‘iSIﬂﬁCI Mo Yes (4.0)

= Life-STNteiiantiRRsgurees 11= Ferhike =99 < = 47R% = 1B8

Jobsa NO INo Ye:No  Gender

<=3 = Ferhtle

Mont No (7.0)  No Yes (2.0)

= Ferhtilie <=1
DistanceFromHome Distanc. Joblnwe = Jobl Yes (4N No(2¢°
<=8 <=1F5 <=1l <=2 <=1
Yes No (4.0) Yearswitht Yes ( Ye 'Dismncepré, Yes No (2
o <=5 _=Feméneale <=6

T. y Relationships NO Yes (2.0)

<=;;22 <=::;55 <=z>il
Yes [ Yes (E] Yes No [9.0!1.0)‘

< = BHIFE3

Yes (13.0/3.0)

A bit messy!

But we gain insights:
TotalWorkingYears
is important!



Weka — Tweaking

Weka Explorer

Preprocess | Classify T Cluster TAssociate I Select attributes I Visualize ]

Classifier

| Choose i J48 -C 0.25 -M 2

Test options

(_) Use training set
(_) Supplied test set Set...
(®) Cross-validation Folds 10

(_) Percentage split % 6

[=3]

| More options...

{ (Nom) Attrition

[ Start J Stop

Result list (right-click for options)

23:49:11 - rules.ZeroR

23:55:27 - trees. )48

Classifier output

LU I e e e o e oy L e e e e

I I
Number of Leaves : 64

Size of the tree : 114

Time taken to build model: @.18 seconds

Stratified cross-validation ==

Summary ===

Correctly Classified Instances 1212
Incorrectly Classified Instances 258

Kappa statistic 0.2366
Mean absolute error 0.2229
Root mean squared error 0.3941
Relative absolute error 82.3245 %
Root relative squared error 107.1669 %
Total Number of Instances 1470

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall
B.270 0.069 B.430 B.278
0.931 0.730 0.869 0.931
Weighted Avg. 8.824 B.623 8.798 B.824

=== (Confusion Matrix ===

82.449 3

17.551 %
F-Measure MCC
0.332 0.245
0.899 B.245
0.808 B.245

ROC Area
0.610
B.610
B8.610

PRC Area
0.290
0.854
0.763

Click on the
algorithm name
)'»{

a b <—- classified as
64 173 | a = Yes
85 1148 | b = No
<L
Status
0K



Weka — Changing minNum

[ ] @ weka.gui.GenericObjectEditor

weka.classifiers.trees.]48

About
Class for generating a pruned or unpruned C4. More
Capabilities
batchSize 100
binarySplits | False —vJ
collapseTree |True —vJ
confidenceFactor  0.25
debug |False _vJ ° °
doNotCheckCapabilities | False —vJ C h a nge M I n N u m O bj
doNotMakeSplitPointActualValue | False —vJ

to 10:and run again

numDecimalPlaces 2
numFolds 3

reducedErrorPruning | False

<) &

savelnstanceData | False

seed 1

subtreeRaising | True

[«

unpruned | False

<]

uselaplace |False

<

useMDLcorrection | True

<]

| Open... | Save... | OK | Cancel |



Weka — Updated Results

[ ] ® Weka Explorer

Preprocess | Classify T Cluster TAssociate TSelect attributes T Visualize ]

Classifier

Choose ()48 -C 0.25 -M 10

Test options Classifier output

T UVCT TS — T W | U U e u

) Use training set

s i 1 What do you think?

(®) Cross-validation Folds 10 Size of the tree : 49

T

) Percentage split
Time taken to build model: @.83 seconds
| More options... [

=== Stratified cross-validation ===

o i =it Visualize the tree

Correctly Classified Instances 1243 84.5578 %
Incorrectly Classified Instances 227 15.4422 % ° ° °
L start | Kappa statistic 8.2518 aga I n ° t
. . . . Mean absolute error 2.2203 ° I IS ess
Result list (right-click for options) _ Root mean squared error 0.3484
Relative absolute error 81.3546 %

23:49:11 - rules.ZeroR Root relative squared error 94,7528 % S |
23:55:27 - trees.J48 Total Number of Instances 1470 Ove r I e °
00:05:03 - trees.J48

=== Detailed Accuracy By Class =—=

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area C(lass

0.228 0.036 08.551 0.228 8.322 0.283 0.668 @.395 Yes

0.964 8.772 0.867 0.964 8.913 0.283 0.668 0.879 No | )
Weighted Avg. 0.846 @.653 0.816 0.846 0.818 0.283 0.668 8.801

(simpler, but better

=== (Confusion Matrix ===

a b == classified as
Al e performance)
o/
< j‘p'

Status

0K Log‘ ’ﬂ)«xﬂ



Weka — Logistic Regression (= Classification

-

@ @ Weka Explorer

Preprocess | Classify I Cluster IAssociate T Select attributes I Visualize ]

Classifier

Choose ||SimpleLogistic -1 0 -M 500 -H 50 -W 0.0

Test options ~ Classifier output
. - g T S T e
J Use tralning set [WorkLifeBalance] * 0.13 +
(_) Supplied test set [YearsInCurrentRole] * 0.02 +
) [YearsSincelLastPromotion] * -0.06 +
(®) Cross-validation Folds 10 [YearswithCurrManager] * 0.04

(_J Percentage split
Time taken to build model: @.48 seconds

[ More options... |
=== Stratified cross-validation ===
S == Summary ===
\ (Nom) Attrition v N
| Correctly Classified Instances 1296 88.1633 5%
Incorrectly Classified Instances 174 11.8367 %
| Start | Kappa statistic 0.4498
o . . . Mean absolute error 0.1927
Result list (right-click for options) Root mean squared error a.3056
Relative absolute error 71.1667 %
23:49:11 - rules.ZeroR Root relative squared error 83.093 %
23:55:27 - trees. )48 Total Number of Instances 1470

00:05:03 - trees J48

00:08:21 - functions.SimpleLogistic === Detailed Accuracy By Class ===

A

v

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area C(lass
B.380 0.0822 B.769 0.380 0.508 0.486 0.834 0.630 Yes
0.978 0.620 0.891 08.978 08.933 0.486 B.834 0.950 No
Weighted Avg. 0.882 8.524 0.872 0.882 0.864 0.486 0.834 0.898
=== Confusion Matrix ===
a b == classified as
90 147 | a = Yes
27 1206 | b = No
v
<\ AR
Status
o LI L

Click Choose and
select Simple Logistic
under functions

Then run it

How about
these results?



Weka — Logistic Regression (= Classification

@ 0] Weka Explorer

cl:r:;;::c:ss Classil'y] Cluster TAssociate ] Select attributes T Visualize ] SC rOI I u p to t h e
[ Choose | SimpleLogistic -1 0 -M 500 -H 50 -W 0.0 fi rst e q u atio n

Test options Classifier output
O Use training set — TS TIC T WO T T T TTETg ST :
-
() Supplied test set SimplelLogistic:
(®) Cross-validation Folds 10 Class Yes :

R 2 The coefficients

[BusinessTravel=Travel_Freguently] * 0.35 +

( More options... | [BusinessTravel=Non-Travel] * -0.32 + ° °
determine impact
_ [Department=Research & Development] * -8.3 +
(Nom) Attrition b [DistanceFromHome] * @.01 +

[EducationField=Marketing] * 0.18 +

° ) °

[EducationField=Technical Degree] * 0.35 + ust I Ike Wlth
| Start | [EducationField=Human Resources] * @.35 +

. . . . [EnvironmentSatisfaction] * -0.18 +
Result list (right-click for options) [Gender=Male] * 0.14 + . .
[JobInvolvement] * -0.21 +
23:49:11 - rules.zerok [JobLevell % -0.18 + inear reg ression
23:55:27 - trees.J48 [JobRole=Laboratory Technician] * @0.31 +
00:05:03 - trees.J48 [JobRole=Sales Representative] * .33 +

. . . _— [JobSatisfaction] * -0.13 +

[MaritalStatus=Single] * 0.4
[NumCompaniesWorked] * 0.06 +
[OverTime=No] * -@.83 +
[RelationshipSatisfaction] * -0.07 +
(StockoptionLevell + -0.08 + For exam ple
[TotalWorkingYears] * -0.01 + )
[TrainingTimesLastYear] * -0.07 +
[WorkLifeBalance] * -8.13 + °
[YearsInCurrentRole] * -0.02 + t raVEI l n fre u e ntl
[YearsSinceLastPromotion] * 0.06 +

[YearsWithCurrManager] * -0.04

+

Class No :

e - is correlated with
. oo | g 0 Ieaving

¥




Next Steps

* Try it out!
* A lot of trial and error (try to be somewhat systematic)
* Use Google

* Try different algorithms and see how well they work
* Are all of them telling a consistent story?

* Ask questions



